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ABSTRACT

In this paper, we investigate the model reduction problem for structured system by
balanced truncation methods. These methods require the compromise between the reduction
of each component and that of the whole structured system.
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1. INTRODUCTION

Structured systems have many applications, especially in physic, biology, chemistry,
engineering, and so forth. The model reduction problems for structured systems are attracting
research, see [1, 2] for example. The difficult point of the problem is that, for structured
systems, one should care much about the interconnection of components inside the systems.
Some reduction methods such as balanced truncation [3] may destroy the interconnection of
structured systems. The use of reduction method should be careful when working with
structured systems, especially with each component, with interconnection structure, and with
the whole system itself. The aim of this paper is showing how to compromise between these
factors when reducing structured systems. The reduction method we work with is balanced
truncation, and the structured systems we choose is interconnected by parallel structure.

In general, the model reduction problems for structured systems can be stated as follows:
let G=F(G,...,G,) be a structured system with k components G,,i =1,...,k and the relation

between these components is given by a function F . We want to find k reduced components
G,,i =1,....k such that with the same relation F the reduced structured system is formed as
G=F(@G,,...G,)
satisfy that
|G -G |}~ min
and

|G, -G, ||~ min
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for i=1,...,k and for some suitable norms of system, for example, H_-norm, or H,-norm.

We consider the structured systems we choose is interconnected by parallel structure, for the
case of two components, see Figure 1. The case of many component is similar.

vy (&) y(t)
u(t) y ()D\

+

Gy(s)

Ga(s) ya(t)

Figure 1. Structured system interconnected by parallel structure

In particular, let G; and G, be given by the following dynamical state-space equations
X (1) = Ax () + Bu(b), 1.1
y; (1) =C;x (t) + Du(b), 1.2)
where A e R"V™ B eRV™,C, eR” and D, eR”™™ . Here ie{l,2} indicate the
indices of two systems G, and G, , and x,(t) e R™,i e{L,2} are called the states of systems,
u(t) e R™ is input, and vy, (t) e R",i e{1,2} are outputs. The transfer function of two systems
are matrix-valued complex functions defined as
G,(s):=D, +C,(sl —A)™"'B,,wheres e C,i e{L,2}.
Let G(s):=G,(s) +G,(s) be a transfer function of structured system connected by G, and
G, as Figure 1. The structured system G is given by the following dynamical state-space equation
x(t) = Ax(t) + Bu(t), @.3)
y(t) = Cx(t) + Du(t), @.4)

X, (t)
X, (t)
y(t) =y, (t) + y,(t) e R" is output. Coefficient matrices A, B,C,D are given by

where x(t)e[ }ERW*”Z is the state of G, u(t)eR™ is input, and

A:[Ai o},B:[BlJ,Cz[Cl C,].D=D, +D,. (1.5)
0 A B,

We introduce the H_ -norm of system as follows. We assume that system G is
asymptotically stable, that means matrix Ais Hurwitz, i.e., A(A)cC_. The H_-norm of G
is defined by

|Gll,,, =max o, (G(je)). (1.6)

where o, (G(jw)) is the largest singular value of G(jw). In the case that system G
has single input, single output (SISO), the transfer function G(jw) is just a complex number,

therefore o, (G(jw)) =|G(jw)|, which gives
IG],,, =max|G(je)|. @.7)

Now we state the model reduction problem that will be solved in this paper: Given two
stable systems G, and G, described by (1.1)-(1.2), and G described by (1.3)-(1.5), find
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reduced order stable systems G, and G, such that the following three error systems have
small H_ -norm:

(a)

) |G, —GZHH is small,

Gl _él

is small,
H.,

(©) HG —G| s small,

H,
where G =G, +G, .

We will discuss two balanced truncation methods to solve the above problem. Each method
is associated with a pair of Gramians, controllability and observability Gramians. For that the
method that satisfies (a)-(b) is Algorithm 1, and the method that satisfies (c) is Algorithm 2-3.
Besides, the error bound formula of these balanced truncation methods are also discussed.

The outline of this paper is as follows. In Section 2, we introduce algorithm for reducing
the sum of two systems by balanced truncation method. In Section 3, other idea of balanced
truncation method is considered, which firstly reduce the whole system and then construct the
component. Numerical example and conclusion will be given in Section 4 and Section 5.

2. METHOD 1 - REDUCE EACH COMPONENT AND CONNECT THEM TOGETHER

2.1. Controllability and observability Gramians

Assume that G, and G, are two asymptotically stable systems described by (1.1)-(1.2).
Then the following algebraic Lyapunov equations
AP +PA" +BB' =0, (2.1
A'Q +QA +C/C =0, ie{l2}, (2.2)
have unique positive definite solutions (P,Q,),ie{l,2} . Matrices P Q are called the
controllability and observability Gramians of system G,, i e{l,2}.

2.2. Interconnected Systems Balanced Truncation Algorithm

Algorithm 1 is known as Interconnected Systems Balanced Truncation (ISBT) Algorithm
appeared in [4].

Algorithm 1 Interconnected Systems Balanced Truncation [4]
Require: G, and G, are asymptotically stable two systems described by (1.1)-(1.2); and

r is the reduced order.
Ensure:  Two reduced subsystems G, and G, , and the reduced system given by
G=G +G,.
1: Transforming (A,B,,C,,D,) into balanced realization.
Let (A,,B,,Cy,Dy) be balanced realization and oy’ >0f’ >--->0\ >0 be the
Hankel singular values of system G, (s).
2:  Transforming (A,,B,,C,,D,) into balanced realization.
Let (A,,B,,,C,,.D,,) be balanced realization and o” >o{” >---25{? >0 be the
Hankel singular values of system G, (s).
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3:

Mix two sequences {al(l’,aél’, e ;11)} {01‘2),052), s ;22)} together and arrange the

mixed sequence in decreasing order. Keep the first r states and truncate the last
(n,+n,—r) states in the mixed sequence. Assume that the truncated states in the

mixed sequence are corresponding to (n, —r,) last states in the first sequence and
(n,—r,) last states in the second sequence, where r =r, +r,, as follows:

o (1) D >...>50
2 >0, 2 20,7,
I, states (m—1,) truncated states

0'1(2) 22 ar(zz) > ar(zzzl 22 O'rf).

r, states (ny—ry ) truncated states

Partition (A,,B,,C,,,D,) as

and (A, Byy oy D) @S

* >
*

A2b=|: - ’sz=|:%2:|u

A

Czb :[Cz *_’ Dzb = Dzv

where (Aiélél f)l)eRWl x R"x R™% xR and
(Az,éz,éz,lﬁz)eer”z x R74x R™2 x R

Obtain two reduced systems of G,(s) and G,(s) respectively,

G,(s) = él(sl - Ai)fl B, +D, (2.3)
G,(5):=C,(s - A,) "B, + D, 2.4)
G(s) =C(s ~A) B+D. (25)

2.3. Error bounds

Theorem 1. For reduced systems él,éz, and G obtained from Algorithm 1, the following
estimations hold:

@6,

IA

2(0-(1) oot 0(1))

n+l

SZ( @ 4. +a(2’)

r+1

<2(o- + +a‘1))+2( @ 4. +0'(2))

n+l r +1

Proof. The parts (a) and (b) are the standard results of balanced truncation method [3]. For (c),
it is obvious that
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66 ~(6.6+6,0)|, <[6)-6.6), +|ew -6,

£2(o-(1) +---+o-r(j))+2(o-(2) +---+o;§f’).

R+l L+l

3. METHOD 2 - REDUCE WHOLE SYSTEM AND RECONSTRUCT THE COMPONENT
3.1. Controllability and observability Gramians

Assume that G is asymptotically stable system described by (1.3)-(1.5). Then the
following algebraic Lyapunov equations

AP+ PA” +BBT =0, (3.1)
ATQ+QA+C'C =0, (3.2)

have unique positive definite solutions (P,Q). Matrices P and Q are called the
controllability and observability Gramians of system G .

3.2. Algorithms

Algorithm 2 Balanced Truncation Method [3]

Require: G and G, are asymptotically stable two systems described by (1.1)-(1.2) ); and
r is the reduced order.

Ensure:  The reduced system: G(s).

1:  Transforming (A B,C)with dimension (n,+n,).

w2 e <)

into balanced realization. Let (A,,B,,C,) be balanced realization and

0,20,2-0,,, >0 be the Hankel singular values of system G(s).

2: Partition (A,,B,,C,) as
A * B ;
A f Jadfante
where (A, é,é)eRm x R x R

3:  Obtain a reduced system

G(s)=C(s1 -A) B. (33)

Next, from reduced system é(s) obtained in Algorithm 2 we propose the following
algorithm to build two components G, (s)and G, (s) of G(s) as follows.
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Algorithm 3 Reconstructing the component

Require: G, and G, are asymptotically stable two systems described by (1.1)-(1.2) );
and r is the reduced order.

Ensure:  The reduced systems G, (s) and G,(s) such that G(s) = G,(s) + G, (s).
Run Algorithm 2 to obtain G(s).

Compute the poles of G(s).

1:
2
3:  Compute the set of dominance poles of G, and G, , say, A, and A,.
4: Decide which poles of G(s) closed to A, or A,

5

De-composite G(s) as the sum of two subsystem, G(s) =G, (s) + G, (s), where G, (s)
has poles closed to A, and éz (s) has poles closed to A, .

3.3. Error bounds

Theorem 2. For reduced systems G,,G,, and G obtained from Algorithm 2-3, the
following estimations hold:

r+1+'”+o-n)'

le-¢|, <2(
Proof. See [3]. w
4. NUMERICAL EXAMPLE
4.1. Structured system

Consider a structured system G connected by G, andG, by parallel structure in a circuit
simulation. The transfer functions G,(s) and G, (s) are given by

s+4
s* +19s® +113s? + 2455 +150

Gl (S) =

and

2s® +11.55° +57.75s* +178.65° + 345.55% + 323.65 + 94.5
s’ +10s°® +46s° +130s* + 239s° + 280s® +1945+ 60
The set of poles of Gy(s) and G,(s) are corresponding as follows
A, ={-10,-5,-3,-1}, and
A, ={-3,-2,-1,-1+i,-1-i,-1+2i,-1-2i,-1+3i,—-1-3i}.

Gz (S) =

4.2. Algorithm 1

By taking r =5 and applying Algorithm 1 to G, and G, , one obtains that from Matlab
simulation
0.01396

G (s)= ———— -
1(5) s +0.4378
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6.(s) = 1.961s® + 2.074s? + 27.74s +13.24
2 s* +4.962s° +12.41s° +15.845 +8.442°
and
1.975s* +3.002s° + 28.83s% + 25.61s +5.915

G(s)=G,(s)+G,(s) = .
(8)=G,(9)+6G,(5) s° +5.4s* +14.58s% + 21.27s? +15.37s +3.696

4.3. Algorithm 2

By taking r =5 and applying Algorithm 2to G =G, +G, , one obtain that
6(s) = 2.001s* +8.192s° + 35.52s° + 96.72s + 44.87
s° +8.358s* +27.265° +54.95 +56.41s + 27.91

4.4. Algorithm 3

We compute the poles of é(s) obtained by Algorithm 2 as follows
{-4.4228,-1.0575 + 1.8780i,—1.0575—-1.8780i, — 0.9099 + 0.7285i, —0.9099 — 0.7285i}

Note that the set {—4.4228}is closed to A, , whereas the set
{-1.0575 + 1.8780i, —1.0575—-1.8780i, — 0.9099 + 0.7285i, —0.9099 — 0.7285i}

is closed to A,. From that one could de-composite G(s)as G(s) = G,(s) + G, (s), where

1.9287

G (s)=—
:(5) S + 4.4228

0.0719s® +0.2845s% +15.26s + 7.392

s* +3.935s° +9.853s” +11.33s + 6.311
4.5. H_ -norm of error systems

éz (S) =

Numerically, the H_ -norm of three error systems G, —G,,G, —-G,,G -G are given in

the following table. We note that Method 1 provides quite good result for the two first error
systems, while Method 2 does for the last error system.

Table 1. The H_ -norm of three error systems G, —(.‘;1,G2 - éz,G -G

Error systems Method 1 (Algorithm 1) Method 2 (Algorithm 2, 3)
G, -G, 0.0052 0.4133

e, -6, ., 0.0118 0.4147
HG - G‘ ! 0.0166 0.0057

5. CONCLUSION

The paper is dedicated to discuss two techniques that use balanced truncation methods
for reducing the structured systems interconnected by parallel structure. These techniques

38



Reduction methods preserving structured systems — A parallel interconnection case

provide small H_-norm of error systems compromised between each component and the
whole system itself.

In a forthcoming research, it is possible to extend to a wider class of structured systems,
not only by parallel structure but also by series or combined structure.
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TOM TAT

PHUONG PHAP RUT GON BAO TOAN HE CO CAU TRUC:
TRUONG HOP LIEN KET SONG SONG
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YTrwong Pai hoc Ngédn hang TP.HCM
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“Truong Pai hoc Cong nghiép Thue pham TP.HCM
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Trong bai bao nay tac gia st dung phuong phap chit can bang dé giai bai toan rat gon
mo hinh cho hé ¢6 cau tric. Nhitng phuong phap nay doi hoi ¢o6 su théa hiép gitra viéc rat gon
tirng thanh phan va viéc rut gon cta toan bd hé co6 cau truc.

Tir khéa: Hé c6 cau tric, lién két song song, rit gon mé hinh, phuong phép chit can bang, sai
so theo chuan H_ .
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